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Common TDAQ Themes in 2021

e Next-generation TDAQ Systems developed as scalable systems with high level of
parallelization, for high-throughput facilities, with an eye toward “self-driving” systems
(see, e.g., Pie in the Sky talk by D. Miller)

e New TDAQ designs and performance are benefiting from Al developments, hardware
processor advancements, and design tools developments

e High degree of cross-experiment collaboration and co-development
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Talk by Antonio Gioiosa

Highlights: Mu2e TDAQ and slow control systems

ROCs DTCs DTCs PCs 2 : g : ;
Mu2e requirement is to process 200k & ‘ \ * Mu2e Experiment is under construction at Fermilab and will
ts/s : H—-i— B — — be ready for data taking next years
events . . W] » Mu2e TDAQ and slow control are in large part developed
Readout scheme deS|gned with j —-y— - — according to the requirements (200K events/s for data
capability of 40 GB/s data readout —» taking) and hardware tests are going on
280 MB/s to disk - i = . Bl + Slow control integration in the online DAQ system, otsdag,
Data W e Storage provides an advanced slow controls monitoring, an interface
Concentrator Builder Decision to send otsdaq front-end DAQ hardware, data processing
VD el Layer and DQM slow controls informations to EPICS, and a real
p— T — Nemeres sy e pesse configuration and Integration with the otsdaq State Machine
| B e ¥ - Online DAQ is

off-the-shelf

=
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Talk by Franco Spinella

Highlights: Development of the Mu2E electromagnetic
calorimeter front-end and readout electronics

Proton Beam

; . )
/B )Calorimeter electronics scheme  INFN
(g

Disks x2 Crate x10
Waveform Digitizers (DIRAC) x8
FEE x10 / board
(MPPC x2 / FEE)
Tracker — (B3] ‘
g‘ EEI‘ ) . ADC ADC
DIRAC: custom 8| ] | e |
waveform digitizer : ; 8 |'&@) N
§.. s ' pc/pe
% . -~ Custom|FEE R =
tem design - G, g i el
= = riome cpse
I e kG lified with Calorimeter requirements = mm‘] Cmnmitatios DC/DC  ape ADC
s slice test * energy resolution o /E <10% - 0 ims
- res ItS * timing resolution o(t) < 200 ps ‘
: * position resolution< 1 cm .
£ ” i c—— o Sampllpg frequ.ency of 2?0 MHz
¢ 5 Y = 1 T Magnetic Field o ADC with 12 bits resolution
Intense campaign o . i
tests to determine : Nt Mt -
components R Csl crystals + SiPMs
p Fig.B: Energy distribution deposited H|gh radiation enVironment

by cosmic rays (ADC counts)
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Talk by Roger Rusack

Highlights: “Does Anybody Really Know What Time it is?”

State-of-the-Art Today

Deterministic pattern on eclk Time Interval Error

How Do We Correct For Drifts?

LpGBT used to distrubute a high precision wf [ B —vows M

clock derived by clock-recovery from the
2.56 Gbs downlink control signal.

LpGBT-v0

* Random jitter 2.2 ps
 Deterministic jitter peak-to-peak 25 ps.

Source identified and LpGBT-v1 expected to
reduce deterministic jitter.

stable at < 1ps.

‘Pure’ Clock Distribution System

7
L 2[ updr

%5 Microsemi Ophaso= 0.26 ps

RF Quality Fanout from ON Semiconductors.
NB7VQ1005MMNG — max data rate 10 Gbps. : R
Phase Noise Plot 0.1 Hz - 1 MHz

~1 ps, we need to have reference clocks that are

drifts at sub-ps I@Wéfmma“c

To solve the problem of how to align clocks EEE b

that drift we have made a multi-cell planar gan AN

wave guide in TSMC 65 nm process. 5o _ g

Digitally Controlled Phase Shifter — DCPS ::n‘ LR T o -

S| N

S ow mode N

~ ) ’\\\ | S

D|g|ta1ly controlled planar waveguide ASIC can
delay digital, clock S|gnal in steps of 200 fs.

;;;;; O

<

)]

=
Use DDMTD to measure time drifts %
e R e Pure clock distribution >
=

Basic method that goes back to FM is radio is to heterodyne the signal. SyStem _(_jemonStrateS —

. o o sub-ps jitter levels, )
Digital Dual Mean Time Difference (DDMTD) circuit exceeding cu rrent E
Offset clock with fort = fret(1 - 1/N) State-Of-the-art Wlth O

clock recovery.

— Can deliver stable
clock with low jitter and
low wander. 6

First version of DDMTD



Talk by Alexander Paramonov

Highlights: FELIX: The new detector readout system for
the ATLAS experiment

w [ f [k J[ ] I E L |
100kHz 4 [y | [
GBT GBT : serial protocol designed
i BT [ [ oo
e B Front End Link eXchange
O ‘ ' Ethernet/ \:] Custom
Ro=T

Infiniband Electronics
ﬁ A é ﬁ B~

FELIX is a router between custom serial links and a
commodity network
i o FELIX hardware platform

* Takes advantage of the latest technology to simplify the ATLAS

readout
In LHC Run-3 (2021-2023) FELIX will be used for p—— SEEEIACSIES
seliztelz)c(i fdetectorstjl?hd trlfjver systemts. Memory . , CPU
= Irmware an € SO are are mature - -
— Most of the boards have been produced FPGA | *pcie Gen3
Ongoing efforts: B | 126G0/s pcle Gen3 NIC _

— Integration with the ATLAS on-detector (front-end) systems w126 Gb/s
— Development of FELIX board and firmware for LHC Run-4.

PCle card with FPGA chip + Host PC + NIC 7
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Talk by Alexander Madorksy

Highlights: X20: A Modular ATCA Design with Cost

Optimization Options

A modular system in ATCA standard, designed with cost optimization
in mind, and customizable for user’s needs

Approach: eliminate base board, use large heat sink as mechanical
platform,

Several modules: FPGA modules attached to heat sink, optical
module near standard front panel, power module near backplane
Cost range: $11-13k, for 10G vs 25G QSFP devices

MODULE CONNECTIONS

r
FPGA module 2 .
MGT to/from QSFP KU15P
| DAQ secondal
SeseaeEy

Optical

module

X20 KU15P MODULE

FPGA module 1

r
et
MGT to/from QSFP = LHC clk
DAQ primary

QSFP+ cages
Up to 28 pcs

ZYNQ module

— DC-DC converters

> Backplane
connectors

Prototypes of all modules produced
and tested (power, FPGA, QSFP)
Completely assembled board tested
(including thermal tests at full power),
and three units in operation (UF,
CERN, UCLA), plus more modules in
assembly.
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MicroBooNE & SBND

Planned in situ demonstrations of TPC

triggers (including ML based) with currently

& soon to be operating MicroBooNE &
SBND LArTPCs.

Triggers to be demonstrated first
online in CPU/GPU, and then in FPGA
over the next 1-2 years.

his 4 ml
Train Test Accuracy (%) Inference
Samp Size Size ENB €LE eyp | Time (ms)
NB 12,023 | 4,027 | 99.53 | 047 0.12
LE 12,050 | 3,970 | 4.01 | 9448 | 1.51 1.6+0.1
HE 10,137 | 3,417 | 3.63 6.15 | 90.22

Talk by Daisy Kalra

Highlights: Liquid Argon TPC Trigger Development W|th

ADC ’ External Trigger FREE §
count \
1.6ms 1.6 ms \ 3.2ms Tick
e Time over threshold
" : FrizeerETee ey Trigger __
N stream Primitive g
Extraction ek
""""" Amplitude
SN stream L AW HEE S N AR AN A it _— g /'/
Conilnuous readout stream ~500 I\/IB/s =
: i Channel depen ndent thresho ld : ‘ 4
g : : Tick
Start of a run Time tick Integral

/

Higher Level Trigger Decision
(clustering, or image classification)

Run 19021 event 36186 Michel 0

oo
MicroBooNE

O Low energy activity

T\ . High energy Michel

350
300
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0

-

Bl oo ‘ O High energy Annihilation

4200

4100

7840 7960 7880 7900

Cramne CNN
classification

Trigger Primitive Image
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Talk by Richard Bonventre

Highlights: Trigger and DAQ for the Mu2e-ll experiment

Mu2e-1 Trigger DAQ consists of multiple layers starting with Readout

Physics motivation:

e Controllers
Improve sensitivity to charged-lepton flavor chs DITES DTG PCs
violating (CLFV) neutrino-less conversion of a \d B—1— N — — |
nuclear bond muon into an electron by an order o !
of magnitude over MuZ2e. o
- Also 10x radiation levels and 20x data :,J H—-1— N — —
rate!
W
Derived from A. de Gouvea, P. Vogl, Prog. Part. Nucl. Phys. 71 (2013) 75 - u — — H — == \_J
S0000T 1 tmits at 90% CL - 10Gb 96-port 10Gb PCle
Switch
A Data Event Storage
ToV/e) S i Concentrator Builder Decision
10000 - Layer Layer Layer

5000

CR(uN —

BR(p— ey) <4.2x 1071

1000

SINDRUM-II
™\, CR(N = e) on Au q q
<710~

500

MuZ2e-Il Trigger DAQ Options: Trigger-less TDAQ, GPU
co-processors, FPGA pre-filtering, FPGA pre-processing and trigger
primitives

- Trigger-less TDAQ - requires 10x more hardware

- HLT parallelization non-trivial!

- L1 Hardware trigger implemented on FPGAs utilize HLS

- 2-level TDAQ system running on FPGAs

10
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Talk by Mariangela Bondi

Highlights: Streaming DAQ system for CLAS12 Forward Tagger

n‘./f‘i‘:

/= s =

/

Installed at JLAB Hall-B
- Investigation of the structure of the
proton and neutron in ground and
excited states

Recent progress towards testing streaming read out of
data with full TriDAS chain to study performance

- Must reduce 50 MB/s to ~4 MB/s

- Perform reconstruction in real time

- Full chain tested successfully

- New Al algorithm improves mass resolution and

real time clustering

Prototype is being used as the basis for developing a
large system for the entire CLAS12 detector

Accomplishments .
4000~ J ! 7

|- wrong clusterization

[ by standard cut-based L Optimized cut-based clustering
[ method

__ Unsupervised clustering

combinatorial bkgd

100 T200
M(highest ene. clul, clu2) [MeV/c?]

11
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Talk by Vladimir Gligorov

Highlights: Designing a 30 MHz GPU trigger, the LHCb

Experience

0.5 - 1% momentum resolution

15 + 29/p1lGeV] micron impact
parameter resolution

(1+10/JE[GeV])% ECAL resolution

Efficient and high-purity identification
of all five stable charged particle types
(pion, kaon, proton, electron, muon)
over the momentum range 2-100 GeV

= ELECTRONS
= PHOTONS = MUONS

A general-purpose forward spectrometer at the LHC, optimized for heavy-flavour physics

Typical triggers select signal needles in Standard Model haystacks
LHCb needs to sort and compresses haystacks of needles — Real Time Analysis!

LHCb endeavored to move from a triggered to streaming
reconstruction system after Run 2

Required track reconstruction at 30 MHz!

Initial endeavor to put single algorithms on GPUs,
eventually found porting “everything” to GPUs was
more cost-effective (though more technically difficult)

Integration tests show this is ready for data taking
Only O(200) GPUs required!

12
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Integrated Luminosity per Energy [ab”1TWh)

0.01

——LHC

—@— HE-LHC
@ FCChh

—o—ILC

—@—FCCee
——MC .

CLIC

L )
1 10
Collider Center of Mass Energy [TeV]

100

Physics potential for a Muon
Collider is formidable, but so is the
Beam Induced Background (BIB)
Due to the Muon’s short lifetime

Data rates and timeline should
allow for streaming readout, some
R&D needed for FE chips

1 Photon

Il Neutron

[ Electron/Positron
Ml Proton

Il pion

1 Muon

Readout/DAQ Considerations

- Data => bandwidth => power

+ Assuming module size of 20 cm?

Talk by Sergo Jindariani

Highlights: Detector for a Muon Collider (TDAQ)

- Note time between collisions is 10 us= 100 kHz

0000

Tracker Module Readout Example

Concentr Transceiver Backend
ator

With 50x50 microns pixel size, get ~800k pixels per module with 1ns window

With 1% occupancy, this is up to 8k hits per module in the inner vertex tracker

« 32 bits to encode x/y/amp/time

Data rates: 8k hits * 32 bit * 100 kHz * 2(safety factor) ~ 50 Gbps per

module (20 cm?2) ~10 Gbps per FE Chip (4 cm?)
- Double compared to HL-LHC FE chip. Requires R&D.

= More online handles should be explored: Data compression, some front-end clustering, pT-
module based suppression (preliminary estimates indicate x5 rate reduction)

= Downstream electronics needs to be able to accommodate this bandwidth

. Jindariani, CPAD 2021

€& Fermilab

- Data rate for tracker alone are 30
Tbps with 1ns readout window
- Calorimeters will contribute ~the

same

- 100-200 readout boards at 10-20

Gbps

13
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°
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> w w w w w
............................... g eee >
TIME FILL
VELO alignment (~7min) Calorimeter Calibration
Tracker alignment (~12min)

OT global calibration
RICH calibration
(every 15 min)

MUON alignment (~3h)

RICH 1&2 mirror alignment (~2h)

((~7min),(~12min),(~3h),(~2h)) - time needed for both data accumulation and running the task

REAL-TIME
ALIGNMENT &

CALIBRATION

5TB/s
30 MHz non-empty pp
0.5-1.5
UL PARTIAL DETECTOR -
DETECTOR RECONSTRUCTION
HEABSUT » [ seLecmions >
5 (GPU HLT1) 70-200

TB/s GB/s l

All numbers related to the dataflow are FULL DETECTOR

taken from the LHCb RECONSTRUCTION
Upgrade Trigger and Online TDR & SELECTIONS
B (CPU HLT2)

See Vava'’s talk on the GPU HLT1

Talk by Mika Vesterinen
Highlights: Real time analysis in Run 3 with the LHCb Experiment

LHCDb streaming DAQ system

requires continuous calibration

online in order to reconstruct

offline-quality objects in real-time

- Developing a global

calibration system shiwhc will
run every 15 minutes during
the fill

LHCb Preliminary

RECONSTRUCTION STEP OUTPUT OBJECTS

e i rti
primary vertices,
=
g HLT1 reconstruction Htted ko tracks
g VELO — T stations tracking 1 Ry
S no pr threshold onEitracks
g
5
54 T stations tracking T tracks
]
T stations — VELO long tracks

downstream tracks
fitted best long and
downstream tracks

Plus full upfront RICH and CALO reconstruction

T stations — TT stations

Full Kalman Filtering

Fake track rejection

Clone removal

LHCb-FIGURE-2020-007

Track fit

Run-Il online

Calorimeter

Downstream

RICH
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tracking

Seeding
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HLT1

Match g g3 o

Run-l online
Converters fl 49 5

38.43 %

LHCb Simulation

Throughput = 133.0 Events/s/node
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Talk by David Miller
Highlights: Towards an Interpretable Data-driven Trigger system for
High- Throughput Physics Facilities (Pie-in-the-Sky talk!)

Future work: strean@ased active learning

update the trigger selections and algorithms
l (e.g. number of jets) required to maintain

coverage of key physics processes.
annnng

o N

e Interpret the output of the algorithm —

“ ” . Online identification Offline operator
e “Why” was the event triggered? Onlin detcation \ ——
e What trigger algorithm was “most important” to the real-time quality

) . monitoring
trigger decision?

Envisioning a Self-Driving trigger system S .’\ Moeing e oed Ithe previon s ta
1 »DSt

What has been learned such that an update
is merited?

What are the impacts of those updates?

: - Goal to minimize the “cost” (Rate!)
¢ Given a definition of the resource cost of a set of . L
triggers, how can we optimize the algorithm execution ... While maximizing the performance!
and usage to minimize that resource usage? - Study performed using CMS open-data

¢ Cost might include bandwidth considerations, CPU . .
time, data preparation, etc - Future work to implement stream-based active
learning

Mar 22, 2021

CPAD Trigger/DAQ

15



Talk by Jochen Heinrich

Highlights: Global Trigger for the ATLAS Phase-ll Upgrade

The ATLAS Phase-Il Level-0 trigger 1 ATLAS TDAQ Phase- TDR Prepa ration for HL-LHC
LU GT trigger for Phase Il is primarily implemented in FW
Supercensz w - ' R
Muon Trigger Primifives: (FPGAS)
: (T ——r— The Single-Layer system will allow rate to increase
; E | T from 100 kHz to 1MHz with 10 microseconds latency
eFEX| | jFEX [ [gFEX [

Feature EXtractors :
(Phase ) : 553::'::,9.CH“;:IJ;;zz:'Hs.,a".;:?:g.c]
Muon Track Candidates . H 1 H
; Lt Example: Breaking down 3D clustering algorithms to
several 2D clustering algorithms
Global Trigger .
Current best latency estimate:
6.9 us
multiplicities
cte
nnnnnnnnnn O
i i ta sli
Lmearszfg-;)mesm'd 07 230N Q123N 3 34 345 0123...N
ErEm Fiog |
mEOOECEEN Phi Seeds I EH B EERE
SHOOE pdsss Ssing g Singl CSMENgen -
] IECHEEEN Y A v t
RN

-eta +eta

n
If tower E_ < threshold |

boundary reached
g Multiple-layer clusters
overlaid for final output.
Clusters generated in parallel
for each layer.

i icieich 1 Pawel Plucinski (MSU) and Christopher Dudley (U. of Oregon) O

Slide 11/12
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Talk by Audrey Therrien

Highlights: The Challenges of Machine Learning at the Edge

New generation sensors and detectors have :

More pixels;

Better sensitivity and dynamic range;

Faster sampling rates;

Larger surface area;

Too much data!

Traditional programming

Machine Learning

Input

Faster more flexible

Recognizing patterns programming

Recognizing e etieione ] Benefits of ML
anomalies burden

Non linear regression Fast inference
- reconstruction Low latency decision

17

Mar 22, 2021

CPAD Trigger/DAQ



Talk by Jeffrey Krupa

Highlights: SONIC: coprocessors as a service for
accelerated inference of DL algorithms

SONIC: Services for Optimized Network Inference on

... as a service

Coprocessors Framework for integrating GPUs and - direetly flexible copéGions —
FPGAs as a service (aaS) into physics workflows ol oy eru g o | oo
Node Node Node Node specific algorithm
Case studies of integrating GPUs/FPGAs aaS into: : I;esNet i
. \ erver
« LHC experiments: GPU, FPGA cpu | Y | cpu | @Y »?P: SP: B | nveror
1 1 Nod Nod N coprocessors is
* neutrino experiments: ProtoDUNE ode ode ode | [o%e ;[Faekingl| ‘GPU | scaani
* Gravitational waves: LIGO denoising \_ —_—.| Senver )
As-a-service paradigm introduces coprocessors to
. o h o ! 2007.10359: 2010.08556
HEP with minimal changes to pre-existing computing T rrepm— — 210
e 7000 [ i
WOI'kﬂOWS 6000 - N:r:::\al HLT algorithm VU9P - :ul)mmalHLT algorithm
~ 5000 g ; ? 6000 }
. o [l = e e 1=
Demonstration of scaled CMS HLT £ o] T Y T goog = |
speed-up with hadron calorimeter B 7 T o, e +
. . 2 1. 10% reduction in CMS HLT latency e 4000 e o
reconstruction (low- latency, high batch) 2 o s o oy L S L
performed on GPUS and FPGAS 10001 3 ijzg::Zt(\lst:IJ(concerns intra-site 00 S
0 < > 2000 < >
50 100 200 300 500 1000 4 600 800 1000 1200 1400 1600 1800 2000

Simultaneous processes

Simultaneous processes
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Talk by Martin Kwok

Highlights: Triggering on Long-Lived Particles decaying
to Hadronic Showers in CMS Muon System

Calorimeter Trigger Muon Trigger
HF HCAL ECAL RPC ( . , . . .

e Development of new trigger path targeting long-lived particles in CMS,
v Ll using the muon system as a sampling calorimeter.

e (i = Dedicated trigger for showers in CSC could extend CMS'’s reach for

Global irigger Finder LLPs to >1m lifetime.
3 Trgger L \‘M Can improve acceptance by 20-30x; on-track to be brought online in
S ISO bits - CMS Run 3.
< Global Muon Trigger
3 @b En W & Aﬂmmmaso bits) & 33 segments in ME-2/1
ap N

v L1 Global Trigger

max. 100 kHz L1 Accept ¥

p Scalar boson Phi f
L R e i

3
P 7

Long-lived particles “s”

o
- =0

A\
[/ \ >

S
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particle physics

*hls4ml is a library for automatic translation of deep learning models to FPGA
firmware for inference with ultra low latency

*First target applications:
hardware trigger of LHC experiments and detector front-end electronics

Recent developments/library expansions:
Quantization-aware training and pruning [arXiv:2006.10159]
Convolutional neural networks [arXiv:2101.05108]

Applications for the hardware trigger at

Talk by Jennifer Ngadiuba
Highlights: hls4ml enabling real-time deep learning in

LHC experiments, e.g.

CMS Phase-2 L1 trigger upgrade: ¢+ x2.5 rate

Custom architectures as graph neural networks [arXiv:2008.03601,arXiv:2012.01563]

+ more...
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https://arxiv.org/abs/2006.10159
https://arxiv.org/abs/2101.05108
https://arxiv.org/abs/2008.03601
https://arxiv.org/abs/2012.01563

DUNE requirements — use of ML regulator to enhance beam control [arXiv:2011.07371]

Outputs: 7 actions

Measure errors

i

Reference system:
B coil, transductor,
dB/dt coil, zero-crossing

series sampled
connect in, max

Can naturally incorporate many inputs.
Offers potential for "live" adjustments to
the algorithm parameters while in

operation.
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Talk by Christian Herwig

Highlights: Real-time Al for Accelerator Control

A study at the Fermilab Booster:
Megawatt proton beam with high proton per pulse density and minimal beam losses is required to meet

Inputs: current values for the
five important signals
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rint minimization
Comfortably fit within 6% of the
target Arria10 FPGA's resources.  Appears to perform better

- No change

Mar 22, 2021

3 hidden layers
of 56 nodes

Prescribe action -
/_\

Update environment/state
Reward = -IB:IMINERI

CPAD Trigger/DAQ

on historical booster data

Can trade serial / parallel designs
to trade resources for Iatency

Deployment planned for this
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https://arxiv.org/abs/2011.07371

Final Thoughts

Mastering extreme environments and data rates in HEP experiments:

Future HEP detectors will involve extreme environments and exponential increases in data rates to
explore elusive phenomena. ... To do so requires the intimate integration of intelligent computing with
sensor technology.

[BRN Study Group, Identified Grand Challenges]

Many ongoing efforts reflect challenge and need for integrating
intelligent computing into TDAQ systems.

BRN TDAQ PRD’s:

21: Achieve on-detector, real-time, continuous data processing
and transmission to reach the exascale

22: Develop technologies for autonomous detector systems

23: Develop timing distribution with picosecond synchronization
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